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Abstract

Extracting semantic representations from mobile
user interfaces (UI) and using the representations
for designers’ decision-making processes have
shown the potential to be effective computational
design support tools. Current approaches rely on
machine learning models trained on small-sized
mobile Ul datasets to extract semantic vectors
and use screenshot-to-screenshot comparison to
retrieve similar-looking Uls given query screen-
shots. However, the usability of these methods is
limited because they are often not open-sourced
and have complex training pipelines for practition-
ers to follow, and are unable to perform screenshot
set-to-set (i.e., app-to-app) retrieval. To this end,
we (1) employ visual models trained with large
web-scale images and test whether they could ex-
tract a Ul representation in a zero-shot way and
outperform existing specialized models, and (2)
use mathematically founded methods to enable
app-to-app retrieval and design consistency analy-
sis. Our experiments show that our methods not
only improve upon previous retrieval models but
also enable multiple new applications.

1. Introduction

Designing attractive yet informative user interfaces for mo-
bile applications is as important, if not more, as engineering
the core functionality of the app. In the early phase of the
design process, designers often rely on curation services
such as Dribbble or Pinterest to get inspiration (Wu et al.,
2021; Lu et al., 2022) and search for the design choices of
their competitor apps. As the app reaches its release, design-
ers focus on validating the overall consistency of their app
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to maximize the quality of the app, rather than seeking more
inspiration. (Lu et al., 2022) For senior-level designers, it
is sometimes more important to maintain the design consis-
tency among different screens of their app than to consider
design alternatives of the curation services (Wu et al., 2021).

To help the inspiration process, the HCI and Machine Learn-
ing communities have been trying to model the process as
a visual search task, which is essentially a UI screenshot-
to-screenshot retrieval task (Kumar et al., 2013; Ritchie
et al., 2011; Huang et al., 2019; Chen et al., 2020; Li et al.,
2021; Bunian et al., 2021; Liu et al., 2018). Using machine
learning-based models, recent works such as Screen2Vec
(Lietal., 2021) or VINS (Bunian et al., 2021) first embed-
ded the UI screenshots and their accompanying metadata
including UI view hierarchy (Deka et al., 2017) into vectors
representing the semantics of the screenshots. As the dis-
tance between these encoded vectors indicates the similarity
between the original screenshots, designers can easily query
similar UI screenshots to an input.

Designers in the field often design Uls as Ul flow to sup-
port the users’ interaction flow, which involves multiple
UI screenshots!. However, existing systems are bound
to screenshot-to-screenshot retrieval based on a single Ul
screenshot, which creates challenges when the designers
want to explore design alternatives for a sequence of Ul
screenshots, (e.g., “which app contains UI flows that are
semantically similar to ours?”), such models hardly support
these tasks due to the lack of well-defined measures for
set-to-set distance. Building upon the concept of screenshot-
to-screenshot retrieval, we propose a novel app-to-app re-
trieval using a mathematically founded optimal transport
method. The method not only provides a scalar metric that
represents the distance between the apps but also shows the
optimal matching score between Ul pages in the queried
and retrieved apps, enhancing the interpretability of the sys-
tem. Since most of the apps in the widely used Rico dataset
(Deka et al., 2017) contain less than 10 screenshots, it is
challenging to show the usefulness of app-to-app retrieval.
Consequently, to show the effectiveness of our proposed

'In this paper, we use the term screenshot to denote a rasterized
image of an app screen without any metadata about the screen
elements
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method, we gathered a new dataset from Mobbin?, a curated
mobile Ul screenshot hub, where each app includes 126
screenshots on average.

Another crucial task enabled by the analysis of set-level
Ul representation is the automated validation of the UI de-
sign consistency, a domain that has yet to be extensively
explored. Early studies (Mahajan & Shneiderman, 1997;
Ivory & Hearst, 2001) along with recent ones (Yang et al.,
2021; Burny & Vanderdonckt, 2022) attempted to predict
whether queried Uls violated heuristic design guidelines.
While valuable, these guidelines often prove insufficient
as field designers prioritize the company’s own guidelines.
Consequently, academic guidelines are often dismissed as
they might conflict with design intentions (Colusso et al.,
2017), suggesting a promising direction for future research.

We posit that it is vital to employ data-driven design rules
directly from designers’ queries (i.e., pre-existing Uls in
the app) without resorting to heuristics. By doing so, the
extracted semantics can be more closely aligned with the
designers’ intention. To achieve such a goal, we exploit
the metric of uniformity (Wang & Isola, 2020) to measure
the consistency among Uls in a specific set (i.e., Uls in the
app). With the uniformity metric, practitioners would easily
measure the effect of newly added sets of Uls and compare
different alternatives.

For both retrieval and consistency check tasks, it is required
to acquire the semantic representation of the graphical UL
Recent works (Li et al., 2021; Bunian et al., 2021) employ
machine learning (ML) models to produce semantic vectors
from UI screens, typically trained on small-sized datasets
like Rico (Deka et al., 2017). However, advancements in
foundation models (Bommasani et al., 2021) demonstrate
that models trained on extensive web-scale datasets can sur-
pass those trained on smaller, meticulously curated datasets,
as evidenced by the success of GPT-3 (Brown et al., 2020)
and CLIP (Radford et al., 2021).

Since it is still unclear whether models trained on uncurated
web-crawled datasets can outperform specialized models
trained for UI retrieval using well-curated UI screens, we
conducted qualitative and quantitative studies to evaluate our
model. As a result, we found that the model actually grasps
the semantics of Uls in a zero-shot way and its semantic
vectors result in more preferred Ul retrieval compared to
specialized models when tested with human crowd workers.

‘We summarize our contributions as follows:

* We extend screenshot-to-screenshot retrieval to app-
to-app retrieval with an optimal transport method, en-
abling new applications of the data-driven UI design
inspiration process.

https://mobbin.com/

* We rethink the task of design consistency check and
enable data-driven consistency check with the metric
of uniformity.

* We investigate the zero-shot applicability of visual
foundation models for Ul semantics through compre-
hensive experiments.

2. Background

In this section, we cover related work in the areas of (1)
computational UI understanding and its adoption; (2) opti-
mal transport for an app-to-app retrieval; and (3) uniformity
for design consistency check.

2.1. Computational UI understanding and its adoption

Multiple studies (Bonnardel, 1999; Wu et al., 2021; Lu et al.,
2022; Herring et al., 2009) report that designers prefer to
get inspiration from pre-existing design examples. Lee et al.
(2010) showed that designers use various examples during
the design process, and even showed that interfaces created
through the process involving multiple references are pre-
ferred over those without references. To meet such needs,
the HCI community has studied computational approaches
for understanding user interfaces (Jiang et al., 2022). From
traditional computer vision algorithms (Kumar et al., 2013;
Ritchie et al., 2011) to deep learning models (Huang et al.,
2019; Chen et al., 2020; Li et al., 2021; Bunian et al., 2021;
Liu et al., 2018), the community tried to distill the semantics
of given Ul screenshots into usable representations.

Although beneficial prima facie, practitioners are frustrated
with these tools for multiple reasons (Lu et al., 2022; Co-
lusso et al., 2017). As Lu et al. (2022) pointed out, one of the
most common pitfalls of these models is their lack of ability
to understand an app’s problem domains and functionalities.
The problem arises as these models only allow queries with
a single UI screenshot, and it’s nearly impossible to infer
the app’s intention with a single screenshot. In this work,
we seek ways to support querying and retrieving a similar
app instead of a single Ul screenshot.

2.2. Optimal transport for an app-to-app retrieval

Defining an app as a set of UI screenshots, we can derive an
app’s problem domains and functionalities from the relations
between screenshots from different apps. For example, in
Figure 1, if designers use the ser destination Ul screenshot
of the Uber app, its cosine distance to Google Maps and
Lyft app’s set destination screenshot is equal. However,
considering screens for other functionalities of the Uber app
(e.g., confirm ride, reserve car, ...) comprehensively, we
can more reliably infer that Lyft is semantically closer to
Uber than Google Maps. This process is revisited later in
Figure 5.
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Figure 1. Ul screenshots of various functionality from the Uber,
Lyft, and Google Maps apps. The red number is a cosine distance
between the representations of two screenshots. For set destination
UI screenshot, we can see the distances are the same between the
Uber and Google Maps pair and the Uber and Lyft pair.

Comparing multiple screenshots congruently can be viewed
as the transportation of virtual masses from a query set of
UIs to a target set of Uls. As deep-learning-based models
make Uls into vectors on the n-dimensional Euclidean space
R™, we can imagine virtual masses distributed over the set
of vectors of the app. Then, there exist multiple transporta-
tion plans that transport these masses to the target app’s Ul
vectors, and each plan can be written as a doubly stochastic
matrix as it should preserve the total amount of the masses.
Considering both the transportation plan and the distance
between each pair, we can compute the optimal transport
(OT) plan (Villani, 2009; Peyré et al., 2019; Santambrogio,
2015), which minimizes the transportation cost. Such cost
is a scalar value that describes the distance between two
apps and can be used to enable app-to-app retrieval. In this
work, we leverage the OT plan to efficiently compute the
relationship between apps to boost up both the latency and
quality of the retrieval task.

2.3. Uniformity for design consistency check

Beyond inspiration, checking the overall consistency of
screens for the same app (e.g., checking the consistency of
a new design draft against the existing screens) is also one
of the primary tasks for app designers (Wu et al., 2021).
Traditionally, the HCI community has focused on producing
general guidelines predominantly targeted for inclusiveness
(e.g., accessibility) and detecting violations of the interface
guidelines in an automated manner (Mahajan & Shneider-

90 88

Application Platform

70 S 68 o Android

Number of Applications

Application Category
Figure 2. Number of applications in Mobbin dataset by app cate-
gory and platform

man, 1997; Ivory & Hearst, 2001; Yang et al., 2021; Burny
& Vanderdonckt, 2022). Despite the usefulness of guide-
lines, it is not easy for industrial designers to comply with
the guidelines because they might already have the com-
pany’s own design guidelines, not to mention they have to
reinterpret and adapt them to their situation. In this work,
we aim to handle this gap by measuring the consistency of
an app and treating the violation as a decrement in consis-
tency. Although our approaches do not provide explicitly
documented guidelines, it is generally applicable to all situ-
ations as long as the reference set of Ul screens (i.e., app)
exists.

Given a set of vectors, we can consider the Gaussian poten-
tial kernel that maps a pair of vectors into a positive scalar.
If we normalize vectors onto an (n-1)-dimensional unit hy-
persphere S” 1, the distributions of vectors minimizing the
average pairwise Gaussian potential (i.e. uniformity) weakly
converge to the uniform distribution (Wang & Isola, 2020).
That says, if we use contrastive representation models such
as CLIP (Radford et al., 2021), we can measure how uni-
formly the vectors in the set are distributed, as contrastive
loss contains the term minimizing uniformity. This property
can directly be used for measuring the consistency of the
app as an app with less uniformity means an app consists of
similar Uls, thus high consistency.

3. Methods

In this section, we describe our methodologies for collecting
a mobile app screenshot dataset, calculating vector repre-
sentations from screenshots, and the optimal transport to
implement an app-to-app retrieval task.

3.1. Dataset

A variety of mobile UI screenshot datasets have been pro-
posed as the basis for data-driven interface studies. However,
these datasets are mostly devised for screenshot-level analy-
sis. For example, the widely used Rico dataset (Deka et al.,
2017) is limited to being used for app-level analysis as more
than 75% of apps in Rico have less than 10 screens. Other
datasets also have limitations to be used for our analysis
such as the public availability and size of the datasets.
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Figure 3. Example of our image augmentation for mobile screen-
shots. We applied the appropriate mockup device according to the
resolution and the platform of the screenshot.

To properly evaluate our methods of app-level UI analysis,
we collected a new dataset from Mobbin, which is a Ul
curation service providing up-to-date app-wise screenshots.
The dataset was obtained as of June 2022 and has a total
of 320 unique mobile apps, and each app has its own sets
of screenshots based on the platform (iOS or Android) and
the app version (date), which makes a total of 783 sets of
screenshots, 558 for iOS and 225 for Android. It has a
total of 99,228 screenshots (62,315 for i0OS and 36,913 for
Android), and each app has an average of 126 screenshots,
which is significantly larger than both Rico’s total screenshot
counts and the average number of screenshots per app. The
Mobbin dataset consists of apps with 19 categories, and the
number of apps for each category and the platform is shown
in Figure 2.

3.2. UI Representations

To ease the use of machine learning models for practition-
ers, we employed OpenAI’'s CLIP model (Radford et al.,
2021). CLIP consists of a visual encoder and a text encoder,
both of which are trained using a huge dataset of image-text
pairs by optimizing contrastive loss. So CLIP ensures that
the encoded vectors of positive pairs (i.e. aligned image-
text pairs) that are closer than those of negative pairs. By
doing so, semantic vectors of both images and texts hav-
ing similar semantics can be embedded in the vicinity of
the joint representation space. Radford et al. (2021) fur-
ther used these encoders on unseen datasets like ImageNet
(Krizhevsky et al., 2017) for a classification task without any
fine-tuning of the model. It can be done by first embedding
all the ImageNet labels and retrieving the closest label for
the given image query. Such application of the model has
been named zero-shot classification and is a core function-
ality of foundation models (Bommasani et al., 2021). We
thought that CLIP could understand the representation of Ul
screenshots, as CLIP understands images that are not seen
during training well.

As a sanity check, we first used DALL-E 2 (Ramesh et al.,
2022), which is an image-generation Al that internally uses a
noisy version of CLIP, to assess how well CLIP understands

the semantics of the UI for the appropriate text prompts
associated with the Ul screenshots. By prompting text such
as A mobile user interface image of shopping application”
to DALL-E 2, we observed that the generated mobile Ul
images usually come with a mobile device mockup rather
than just by themselves (e.g., No Augmentation in Figure 3).
Based on this observation, we augmented images with mock-
ups as shown in Figure 3 to yield a better representation
from CLIP. We encoded all images with publicly available?
CLIP ViT-L/14@336px

Uniformity of contrastive representation Since CLIP
embeds images onto the unit hypersphere, we can compute
the uniformity loss (Wang & Isola, 2020) of an app’s screen-
shots. Let I, € R™*4 be the set of embedding vectors of Ul
screenshots that make up an app and let Iéz) € R? be the
i-th screenshot of the set having a norm of 1. Then, we can
define the uniformity loss L,, of an app L, (I.) as follows:

2 log — = ZGt (91 1)
log 5 Y2 0
%,

where G; is a Gaussian potential, and we set t = 2.

The uniformity loss L,, ranges from -4 to O for t = 2. As
uniformity loss is negative of uniformity value, lower uni-
formity loss means the set has more uniformly distributed
UI representations. Since semantically consistent Ul screen-
shots are not uniformly distributed, the lower L,, also means
the lower consistency of the set, and vice versa, the high L,,
for the high consistency of the screenshot set.

3.3. Optimal Transport

We employ optimal transport (OT) for app-to-app retrieval,
where a transportation plan T € R’}**"™ is computed to
optimize the alignment between two apps a and b. We
consider apps a and b as two discrete distributions v and
B, formulated as @ = 3" n;0,, and f = 3770 m;dy,,
where a; and b; are the embeddings of screenshots mak-
ing up each app a and b, and § as the Dirac function cen-
tered on each screenshot vector. The marginal plan n and
m are belong to the n,- and n,-dimensional simplex (i.e.,
S m; = Z;”’ , m; = 1). The OT distance between the
app a and b is then defined as:

Na Np

Doi(a,b) min T;; - c(a;,b 3
o Tennm);; J 3

where II(n,m) = {T € R}**™|T1,, = n,T'1,, =
m} is a coupling of n and m, and c(-, -) is the cosine dis-
tance.

*https://github.com/openai/CLIP
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Table 1. Top-1 and top-5 zero-shot classification accuracies on the
Mobbin dataset (19 classes) with our augmentations and prompts.

Top-1 (1) Top-5 (1)

Random 5.26 26.31

ImageNet No augmentation 32.82 65.32
Prompts +Mockup 3433 66.10
+Mockup+Squared  36.00 66.92

o No augmentation 37.68 70.95
Prlgmpts +Mockup 39.67 74.28
+Mockup+Squared  40.49 74.65

4. Experiments
4.1. Supremacy of Foundation Models

To assess how well the foundation model understands the
UI semantics, we examined its ability to classify the app cat-
egory of individual screenshots. Furthermore, we conducted
a Mechanical Turk study, following the settings of Li et al.
(2021), to compare the retrieval performance of the founda-
tion model against the existing Ul semantic representation
models.

4.1.1. ZERO-SHOT APP CATEGORY CLASSIFICATION

As mentioned earlier, the foundation model we used (CLIP)
has the capability to perform image classification in a zero-
shot manner without additional training. The zero-shot
classification proceeds in the following order: first, we pre-
pare appropriate text prompts those match each class (e.g.,
A photo of a {class}). Second, we extract text features for
each prompt using the CLIP text encoder. Lastly, the top-k
labels are predicted by the cosine similarity between their
text features and the query image feature.

Each screenshot in the Mobbin dataset is classified by CLIP
according to its app category shown in Figure 2. Further-
more, to demonstrate the effectiveness of data augmenta-
tion in Figure 3, we compared the classification accuracy
between the original screenshots, the screenshots added
mockup template, and the square-resized version of them.
There are a total of 19 app categories in the Mobbin dataset,
thus it has 5.2 and 26.3 by-chance accuracy for top-1 and
top-5 classification, respectively. Original CLIP paper uses
seven text prompts * (e.g., itap of a {category}., a photo of
the [small/large] {category}) for ImageNet zero-shot clas-
sification. Since the prompts are engineered for ImageNet’s
images, which are mainly made up of photos of an object,
we redesigned twelve prompts for Ul screenshots, each of
which includes user interfaces, UI, mobile screen, or screen-
shot (e.g., a screenshot of {category} app, A user interface

‘nttps://github.com/openai/CLIP/blob/
main/notebooks/Prompt_Engineering_for_
ImageNet.ipynb

of {category} application., UI of {category} app.)

Table 1 shows overall zero-shot app category classification
results on the Mobbin dataset. Based on each augmentation
result, we can confirm that the CLIP’s understanding of UI
semantics was improved when our augmentations, mockup
templates, and square-resizing are applied. The same clas-
sification, but with the custom text prompts designed for
the UI screenshots resulted in superior performance when
compared to those of prompts for the natural photos (Im-
ageNet). CLIP showed top-1 accuracy of approximately
six times (with naive CLIP setting) to eight times (with our
engineering) better than randomly classifying the original
screenshots without additional training. This result indi-
cates that CLIP has a certain level of understanding of user
interfaces and application categories.

4.1.2. SCREENSHOT RETRIEVAL COMPARISON

To find out whether the foundation model’s retrieval results
are preferred by humans or not, we conducted a comparative
Mechanical Turk user study proposed by Li et al. (2021) and
compared the results with Screen2Vec (Li et al., 2021). To
carry out the experiment fairly, we used the Rico dataset for
the retrieval experiment following the settings and baselines
in Li et al. (2021). The models used for their Mechanical
Turk experiments are as follows:

Screen2Vec Screen2Vec uses Rico’s screenshot and its
metadata. The GUI components and their location infor-
mation are encoded into a 768-dimensional vector. Plus,
the application information is extracted using Sentence-
BERT resulting in another 768-dimensional vector, then
the two vectors are concatenated into a 1536-dimensional
GUI screen embedding vector.

TextOnly This variant reproduces the models proposed
in Li et al. (2020). It extracts text features of all texts in
a screenshot using pre-trained Sentence-BERT (Reimers
& Gurevych, 2019) and averages the features into a single
768-dimensional vector.

LayoutOnly This variant reproduces the autoencoder
model proposed in Deka et al. (2017). It embeds the layout
of a screenshot into a 64-dimensional feature.

CLIP image features were extracted both with mockup tem-
plates and square-resized augmentation to quantitatively
prove the effect of image augmentation in retrieval tasks.
We randomly selected 50 screenshots from Enrico (Leiva
et al., 2020), which is a curated subset of Rico. Using these
screenshots as the queries, the top-5 screenshots were re-
trieved from the entire Rico dataset for each model. Since
each of the five models (i.e., CLIP, CLIP+aug, Screen2Vec,
TextOnly, LayoutOnly) retrieves five screenshots, a total of
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Table 2. The mean similarity score and its standard deviation (N =
1250 each) were measured by Mechanical Turk workers. A higher
score means more preferred retrieval results. The Mann-Whitney
U test shows our models are statistically significantly better than
Screen2Vec and other models (p < 0.0001).

Score (1)
Li et al. (2021) Screen2Vec 2.92+1.36
Li et al. (2020) TextOnly 3.22+1.30
Dekaetal. (2017) LayoutOnly 3.00+1.33
Ours No augmentation 3.50+1.16
+Mockup+Squared  3.57+1.08
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Figure 4. Distribution of pairwise distance of applications on three
criteria: (left) app name, (middle) app category, and (right) plat-
form (operating system).

25 similar images were obtained for each query screenshot.
We removed duplicates from the retrieved, thus making
fewer than 25 screenshots for some of the queries, resulting
in a total of 999 pairs of screens (query and retrieved screen),
averaging 19.98 per query screen.

Screen pair similarity was measured using the criteria from
Li et al. (2021), including app similarity (likeness between
two apps), screen type similarity (parity in the roles of two
screens), and content similarity (congruity of the displayed
contents). Crowd workers were asked to measure the simi-
larity of five sets of query screenshots on a five-point Likert
scale and the corresponding retrieved screenshots for each
task, and five different workers measured similarities for
each pair of screenshots. We paid two dollars for each batch
of five source screens and it took an average of 28 minutes.

Table 2 reports the mean similarity value measured by
the crowd worker for each model. The study revealed a
worker preference for screenshots retrieved via CLIP im-
age features, outperforming the three comparative models
(Screen2Vec, TextOnly, LayoutOnly). Moreover, the uti-
lization of mockup templates and square-resize augmenta-
tion enhanced the assessment of CLIP. Notably, the Mann-
Whitney U test underscored the superior performance of the
two CLIP models with statistical significance (p < 0.0001).
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Figure 5. (Left) The list of retrieved apps for given query apps
across various categories; retrieved apps are sorted with their D,
to their query. (Right) The detailed process of getting D¢, as
described in Section 3.3.

4.2. App-to-App Retrieval

To extend data-driven Ul inspiration beyond simple single
screenshot-level retrieval, we introduce the concept of op-
timal transport to properly implement app-to-app retrieval.
Figure 5 illustrates the detailed process of app-to-app re-
trieval using optimal transport by example. First, we extract
the semantic representation of the augmented screenshot in
each application using the CLIP encoder we used throughout
the paper. Using these features, we obtain the pairwise co-
sine distance matrix between the UI semantic vector sets of
two applications. We assign uniform mass over the screen-
shots to form a uniform distribution, which makes the initial
n and m in Section 3.3 to a uniform distribution. Then
using the pairwise distance matrix and the distributions, we
solve the optimal transport problem using POT (Flamary
et al., 2021) as described in Section 3.3 to get an optimal
transportation plan. Finally, we calculate a 1-Wasserstein
distance (i.e., D,:) between the application pair by element-
wise multiplying the distance matrix with the transportation
plan matrix and summing the elements up, following Equa-
tion (3). To assess app-to-app retrieval based on D,;, we
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perform a quantitative analysis of D, as a distance between
applications and conducted a case study on the possible
applications of the transportation matrix.

D, as an app-to-app distance We calculated D, for
306,153 pairs of apps for a total of 783 apps of 319 unique
app names’ in the Mobbin dataset. The calculation took
about 32 minutes to process all pairs, which is about 158
app pairs per second using a machine with a single NVIDIA
Titan RTX GPU. Using D,; of the pairs, we analyze the
statistics of the Mobbin dataset in three criteria: each app’s
name, category, and platform (i0OS or Android). Figure 4
shows distance distribution by the app’s name, category,
and platform, respectively. There are 944 pairs sharing an
app name but differing in version (platform or release date),
21,141 pairs with identical categories, and 180,603 pairs on
the same platform Apps with the same app name, category,
and platform are displayed in blue, whereas apps with a
different app name, category, and platform are displayed in
orange. Across all three cases, the distance was significantly
shorter when the app pairs shared the same app name, as the
overall composition and semantics of screenshots in the app
do not change much for different releases of the app. This
outcome aligns with the designers’ intent of maintaining
app identity through updates or cross-platform deployment,
affirming the suitability of D,; for modeling app distance
While category and platform act as group identifiers and
are thus less unique than an app’s name, our D,; model
effectively demonstrated a shorter D,, for apps sharing the
same category/platform compared to those differing in these
criteria. Notably, D,; also revealed that platform informa-
tion, representing a larger group of apps, is more general
than category information, evidenced by a smaller D, dis-
tribution gap for the platform criterion. We want to note that
it is a very significant result since the figure is drawn with
more than 300,000 pairs of pairs.

Interpretability of an optimal transportation plan Be-
sides the dataset-wide quantitative analysis, we highlight a
few examples of retrieved apps for given queries in Figure 5.
The figure demonstrates the method’s efficacy by show-
casing retrieved apps, from various categories like Airbnb,
Spotify, Nike, and Uber, that bear similar semantics. Impres-
sively, these results were acquired using merely app screen-
shots, sans any metadata like app category or component
hierarchy. The transport plan, or optimal transport matrix,
describes how to optimally move masses when there are
two distributions. The transport plan, or optimal transport
matrix, describes the optimal mass movement between two
distributions, enabling the identification of similar screen-
shots between two apps, as they will exhibit similar vector

>We use the term name to indicate a universally unique identi-
fier (UUID); thus, different apps with the same name are treated
individually in this paper.
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Figure 6. Our experiment conditions and sample result (Netflix
app) of validating uniformity loss AL, as design consistency
check metric.
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Figure 7. Distribution of L,, by app category, sorted by median

representations.

4.3. Design Consistency Check

As described in Section 3.2, we use L, to measure the
consistency of an app. We calculated L,, for every app in
the dataset, Figure 7 shows statistics of L,, grouped by the
app categories. L, in the dataset ranges from —1.41 to
—0.66. Categories such as entertainment, education, and
social networking turned out to have a lower L,,, indicative
of inconsistent and diverse screenshots, owing to their UI
screens frequently consisting of various media types. On
the other hand, the latter categories generally consist of their
UI with icons and symbols rather than media, thus resulting
in high L,,.

To test whether L,, could serve as a metric for data-driven
design consistency check discussed in Section 2.3, we de-
signed two studies on the Mobbin dataset. The first, simu-
lating a hypothetical scenario, involved designers assessing
the alignment of new Ul screen drafts with existing screens.
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Figure 8. The amount of change of uniformity loss A L,, according
to our experimental conditions. (Top) AL, when we change the
images in the app randomly, (Bottom) A L,, when we change the
images in the app with the reserved screenshots from the same app

This process, labeled as Random Change in Figure 6, con-
sisted of substituting N images per app with random ones
from other apps in the dataset and subsequently calculating
L,,. Testing different N values facilitated an examination
of the robustness of our uniformity metric in relation to the
set size intended for inspection by the designer.

The difference between two L,s (AL,) is shown in the first
figure of Figure 8. As shown in the figure, AL, decreases as
the number of randomly changed images increases. Through
the t-test, the drop of L, is statistically significant regardless
of N (p < 0.0001).

The second study is to test whether this drop occurs within
the same design semantics, as the metric would be meaning-
less if it drops regardless of the semantics of the changed
images. To implement the study, we first set aside five
UI screenshot images from each app® in the dataset. Sub-
sequently, we replaced N images for each app with the
images we had set aside, as opposed to images from ran-
dom apps as in the previous study. The second figure of
Figure 8 indicates no changes in AL, in this scenario. A
t-test confirmed that L,, remained constant irrespective of
N (p > 0.28). These studies collectively underscore L,, as
a robust proxy for assessing design consistency.

5. Limitations and Future Work

Although we explored the conceptual applications of app-to-
app retrieval and in-app design consistency based on various
reports on designers’ preferences (Colusso et al., 2017; Wu
etal., 2021; Lu et al., 2022), it is still required to prove their
efficacy in the real environment. As such studies require con-
ducting formative studies and in-depth user studies, making
it out of the scope of our paper proposing novel applications
of Ul representation models, we leave it for future work.

SFor brevity, we also used this setting that set aside five UI
screenshots while measuring L,, of the random screenshot change
experiment.

Optimal transport allows various initial marginal distribu-
tions, assigning more mass to one screenshot than another.
Since we assumed the condition with no information on
which screenshot is more important than another in the app,
we used a uniform distribution throughout the paper. A
uniform distribution is a good choice to admit the maximum
entropy probability distribution (Bernardo & Smith, 2009),
but assigning different initial marginal distributions could
enable different applications such as focusing more on cer-
tain screenshots or neglecting user-selected Ul components
during D,; computation. The manipulation of the initial
marginal distribution remains for future work.

Another possible future work could be to extend the dataset
to group screenshots with their feature or functionality rather
than an app. Although we only tested primitive app groups
of screenshots, since an app is made up of at least a few
dozen screenshots, grouping screenshots with other criteria
would be much easier to make a dataset since it requires
fewer screenshots per group and yields different retrieval
opportunities.

Regarding design consistency, L,, is innately a relative met-
ric, and hence, cannot evaluate design quality in absolute
terms. Although it was not our focus to build absolute guide-
lines, future work could involve defining a golden standard
for specific design principles and utilizing AL, to quantify
the deviation of the query set from this standard.

6. Conclusion

In this paper, we envisioned the applications of UI repre-
sentation models including app-to-app retrieval and design
consistency check. As the first stage of this research, we
investigated the supremacy of zero-shot adaptation of a
foundation model, CLIP, and how its representation appeals
to humans by conducting a Mechanical Turk study on a
single-screenshot retrieval task. Using the CLIP UI repre-
sentation, we devised (1) D,; that measures the distance
between apps by computing the optimal transportation plan
between their Ul screenshots, and (2) L,, that measures the
semantic design consistency of an app by computing the
pairwise Gaussian potentials between the Ul screenshots of
the app. Through multiple proofs of concept and analysis on
our newly collected Mobbin dataset, we showed that both
D,: and L,, are valid metrics for app-to-app retrieval and
in-app design consistency check, respectively. We would
like to highlight that our proposed methods can be executed
on a personal laptop without expensive equipment such as
GPU clusters while opening numerous opportunities for
computational Ul engineering. Going forward, we are ex-
cited to continue our endeavors toward building interfaces
for designers that are equipped with our computational ap-
proaches.
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