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ABSTRACT

Extracting data from pictures of medical records is a common task
in the insurance industry as the patients often send their medical
invoices taken by smartphone cameras. However, the overall pro-
cess is still challenging to be fully automated because of low image
quality and variation of templates that exist in the status quo. In
this paper, we propose a mixed-initiative pipeline for extracting data
from pictures of medical invoices, where deep-learning-based auto-
matic prediction models and task-specific heuristics work together
under the mediation of a user. In the user study with 12 partici-
pants, we confirmed our mixed-initiative approach can supplement
the drawbacks of a fully automated approach within an acceptable
completion time. We further discuss the findings, limitations, and
future works for designing a mixed-initiative system to extract data
from pictures of a complicated table.

Index Terms: Human-centered computing—Human computer
interaction—Interactive systems and tools—User interface toolkits;

1 INTRODUCTION

Supplier invoices are important data for insurance companies when
they decide how much they should reimburse the customer for med-
ical expenses. Accounts Payable teams are in charge of managing
invoice data. They review, record, and back up those invoices trans-
mitted to the companies [14]. Customers usually submit invoices
in pictures taken using their smartphones, and thus extracting data
from images is a crucial task for the team. The extracted data should
be exact in amount and contain no errors.

As manual transcription of the invoice is a very time-consuming
and labor-intensive task, many researchers have tried to automate
the procedure [3, 13, 14]. One of the most successful methods uses
coordinates information explicitly. This method requires the image
to be straight and aligned, and this is usually the case for scanned
or faxed images. A growing number of customers, however, are
submitting smartphone pictures of invoices. Since such pictures do
not satisfy the key assumptions made for scanned or fax images,
existing invoice processing methods are not feasible for extracting
data from them.

In this paper, we propose a mixed-initiative approach to extract
data from pictures of medical invoices. First, we developed a fully
automated pipeline that tackles the core difficulty in recognizing
medical invoices, such as finding a data table from images and
recognizing template variation. Then, we observed that the majority
of errors contained in the pipeline could be easily corrected by
human interactions. We developed a mixed-initiative pipeline, in
which users can discover errors of each stage with visualizations and
correct them with interactions. A user study involving 12 participants
confirmed that our interactive pipeline can capture about 97% of
relations in invoice images within comparable time and with less
human efforts.

In summary, our study makes the following contributions:
• We investigated the characteristics of the real-world dataset

containing smartphone pictures of a medical invoice and defined
core difficulties in recognizing them.

• We enhanced the existing table structure recognition algorithm
with heuristics and devised the fully automated pipeline.

• We introduce the mixed-initiative approach as an alternative
solution to the problem by inviting users to correct intermediate
machine output at a low cost.
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2 RELATED WORK

When automating invoice processing, invoice recognition should
come first. According to Taylor et al. by analyzing the templates of a
document we can improve the performance of data extraction from
the document [15]. Therefore, most studies on invoice recognition
have utilized the fact that most invoices have a proper template
according to their purpose. Hamza et al. used CBRDIA (Case-based
Reasoning for Document Invoice Analysis) based on case-based
reasoning to check if a similar document had already been processed
[8]. Schulz et al. proposed the use of the self-teaching mechanisms
of the state-of-the-art invoice analysis software. They used transfer
learning to catch key features of templates, which made a significant
improvement to the initial recognition rates [13]. Sun et al. detected
contour boxes in an image and used them to match the template with
a pre-trained template dictionary of Chinese invoice [14]. Previous
methods showed successful performances, however, they were not
applicable for our dataset, Korean medical invoice.

Conventionally, computer vision techniques are used to detect
and analyze tables [12]. Recently, models using machine-learning al-
gorithms have made huge performance improvements. CascadeTab-
Net [11] proposed a Cascade mask Region-based R-CNN model
to detect tables and found intersections with computer vision
method to manage structure recognition. Zhong et al. proposed the
EDD(Encoder-Decoder-Decoder) model to handle the full process of
table recognition [17]. Some researchers tried to adopt interactions
and mixed-initiative approaches to handle errors of fully automated
approaches. Koc et al. proposed the use of XLindy [10], a novel
method for layout inference and table recognition in a spreadsheet.
Hoffswell et al. [9] proposed a lightweight interaction technique to
repair tables extracted from PDF documents on mobile devices.

Although these studies on table recognition have shown good
performance, their coverage is limited to data of computer-generated
images with perfect alignment and zero distortion, such as spread-
sheet, TableBank, and PubTabNet1. Also, the structure of tables
included in the dataset is limited to a very simple, single table. Our
study differs in that it targets real-world smartphone pictures of in-
voices, including tables with complex structures, misalignment, and
distortions.

3 BACKGROUND

Many companies are interested in lowering an unnecessary burden
on labor and material resources needed for invoice identification [14].
Therefore, we interviewed a manager affiliated with the invoice
processing team and personnel belong to the big data team in a
major insurance company. Next, we formulated tasks and the main
obstacles hindering them.

3.1 Domain Expert Interview
According to the interviewee, there are three types of invoice images
in the company’s database; 65% of images are directly scanned by
employees within the company, 20% of images are faxed, and the
remaining 15 % are smartphone pictures. Every submitted image
follows two stages: automated OCR system and human review. Be-
cause scanned and faxed images contain well-aligned invoices, the
existing OCR system utilizing the coordinates of the target infor-
mation shows moderate accuracy for these two types of documents
(80% and 50%, respectively). For smartphone pictures, however, it
fails with almost 0% accuracy. Therefore, employees should type all
misread letters in the human review stage.

1github.com/{doc-analysis/TableBank, ibm-aur-nlp/PubTabNet}
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Figure 1: The standard invoice template consists of 4 different sub-
tables: a1) Header with personal information, a2) Mid-left with
price details, a3) Mid-right with a summary of the mid-left table, a4)
Footer with hospital information and manual.

Every recognition result should be checked by staff as no errors
are tolerated due to the nature of the task; The invoice contains
information about the amount of money the company has to pay.
Simply adding one more zero digits at the end of the amount can
cause a big loss to the company. Currently, the company was using
a custom spreadsheet format to manage the data extracted from
invoice images. Due to the variations of Korean medical invoices,
about 10% of the entries were missing and being accumulated in
the “Other than Standard Items” field. For smartphone pictures of
invoices that do not have initial recognition results, staffs enter all
entries in the spreadsheet by typing manually and calculate the sum
of non-standard price items. This is a very time-consuming and error-
prone way of working. When the authors replicated the procedure to
make ground truths of our dataset, it took three or more minutes on
average to handle a single invoice image.

3.2 Problem Statement
Korean medical invoices follow the official standard tem-
plate(Figure 1), which is occasionally updated every few years
and is declared by the government. While the standard template
is used among most of the hospitals, some hospitals have their own
customized format for the following reasons. First, the previous
template might not have been replaced yet. Second, hospitals might
have reordered the items for their convenience. Last but not least,
they might have attached other irrelevant documents on the same
page. Examples of customized templates are given in supplementary
material.

As Figure 1 shows, the standard template has a complicated
structure that consists of four simple sub-table sections: the header
at the top, price details on the middle-left, the summary on the
right, and the footer at the bottom. The primary target the company
wanted to recognize was the price details section since it contains
the key information. The section includes a single two-dimensional
table whose numeric values are explained by corresponding row and
column header cells. Each row header cell defines the individual
charge item, such as “Hospitalization” and “Medical Treatment”,
and each column header cell describes whether the patient or the
health insurance should pay the fee.

After receiving 400 pictures of medical invoices: 200 scanned,
100 faxed and 100 smartphone-taken, which are collected and
anonymized by the staff of the company, we set up tasks to solve the
problem after iterative design process with domain experts of the
company.

• T1: Detect the location of invoices from smartphone pictures.
• T2: Identify the target area where target information is located.
• T3: Classify templates of each detected invoice.
• T4: Extract data from the target area without a critical loss of

information.
Then, we analyzed the main issues to complete each task.

• O1: Poor image quality. Some images have a low resolution,
which impairs the overall recognition procedure (T1–4).

• O2: Poor alignment. Depending on the camera perspective, in-
voices in pictures might not be aligned vertically or horizontally
and can be seen as distorted. Furthermore, invoices might be
randomly positioned inside the background (T1, T2).

• O3: Physical distortion. In some cases, invoices are folded or
crumpled, leading to curved or folded line segments that disrupt
conventional line detection algorithms. The light condition also
affects the image; making certain parts of the image darker or
brighter (T1, T2).

• O4: Dense template with distractors. Because there are sev-
eral independent sections on the same page, the primary section
is condensed in the middle area and surrounded by other similar
templates (T3, T4).

4 AUTOMATED PIPELINE

First, we describe the fully automated pipeline, which resolves the
core difficulties in recognizing pictures of medical invoices. Based
on the stages of table recognition by Gobel et al. [7] and tasks we
defined in the previous section, we designed a five-stage pipeline to
recognize a table and extract data from it: invoice detection, target
area identification, structure recognition, optical character recogni-
tion, and template matching. The whole process is done after the
preprocessing stage, which includes binarization and dilation. Some
images dropped out in this preprocessing stage, because of their poor
quality resulting from strong light reflection or low resolution (O1).

4.1 Invoice Detection
This stage is dedicated to locating the invoice in the target image
(T1). We tested the trained models of ICDAR 2019 Competitions
on Table Detection and Recognition [6], but the results were not
satisfactory due to the following obstacles (O1, O2, O3). Instead,
we decided to use a conventional computer vision approach, which
can benefit from the dense structure of our dataset (O4). By dilation,
dense lines become a single connected chunk, the bounding box of
which can be regarded as the location of the invoice.

4.2 Target Area Identification
After detecting the invoice from the image, identifying the target
area became our next goal (T2). In our case, the primary interest is
on the price detail section that lies at the center of the invoices, which
has about 27 rows and 5 columns by default (Figure 12) We have
attempted to address this problem by exploiting the characteristics of
the document that we pointed out as an obstacle: the dense structure
of the table (O4).

According to the previous research, CNN is superior in capturing
visual features such as line segments for intersections [4]. Therefore,
we attempted to make use of CNN to find out four lines of a quad-
rangle. In the same way, we attempted to find out one horizontal line
and one vertical line which distinguish header cells and value cells.

We extracted horizontal and vertical line segments from the image.
Hough line detection [1] is a common method used to detect lines
from images. However, it has a limitation that it did not work prop-
erly on distorted images (O3), because it only detects straight lines.
So we used a heuristic computer vision method to detect possibly
curved line segments, by detecting paths of continuous black pixels.
We selected paths longer than a certain threshold and unioned them.
We also unioned the result of the Hough line detection to cope with
small gaps as our algorithm does not tolerate any disconnection.



Stage Initial
state

Invoice
detection

Area iden-
tification

Structure
recognition

Template
matching OCR

Error 0 13 14 6 14 31
Pass 100 87 73 67 53 22

Table 1: Errors counts occurred during the pipeline.

After detecting horizontal and vertical lines, we trained two types
of CNN models; The first model is a binary classifier that deter-
mines if a small patch of an image contains a certain line, and the
second is a regression model that estimates the exact position of the
line. For each of the six lines, we trained two models respectively.
The random sample consensus algorithm (RANSAC) was used for
its robustness to outliers [5]. We trained these models using 100
manually labeled faxed images. Faxed invoice images had a better
alignment of invoices on images than smartphone pictures, which
helped models to capture important features with fewer images.

4.3 Structure Recognition
This stage aims to split the price details section into two-dimensional
grid cells (T3). Because of the dense structure of our dataset (O4),
previous table structure recognition methods were not suitable for
it. Therefore, we tried to recognize the table structure with a combi-
nation of heuristics originates from our observations about invoice
template and the classical computer vision approach of previous
research [12]. First, the area inside a bounding quadrangle was
transformed into a rectangular image using the homography transfor-
mation. Then, we detected all the bounding boxes of texts. Finally,
we calculated the histogram of x and y coordinates of bounding
boxes to determine proper horizontal and vertical borderlines at each
local minimum of the histogram. We weighted more on the text
boxes in the headers section to ignore the effects of text alignments
in cells (O3). Although invoice templates have a few merged header
cells, we decided to ignore them because merged header cells always
have the same pattern. Thus, the output of this pipeline is the image
of all individual cells inside the table and the metadata to identify
the type and position of cell images.

4.4 Optical Character Recognition
We used the Clova Deep Text Recognition Toolkit [2], one of the best
public optical character recognition (OCR) models for the Korean
language, to recognize texts in each cell (T4). Using frequent letters
in Korean invoice templates, we generated a synthetic dataset under
the transformation of color, position, truncation, and addition of line
noises. Then it was used to train two separate models for recognizing
Korean and numeric characters, respectively.

4.5 Template Matching
Classify templates of each detected invoice (T3). Since there are 20-
to 30-row header cells in a template, it is difficult to read the exact
text value from all header cells at the same time. As a practice of
case-based reasoning (CBR) [8], we collected over 300-row header
templates from other invoice data and used them to select the most
similar template with the OCR result. Here, intersection over union
(IOU) of length-3 sub-words was used to compare imperfect OCR
results with template texts.

4.6 Performance
We investigated the performance of the automated pipeline using
100 smartphone pictures of Korean medical invoices. None of the
pictures in the dataset were used during the training of models in the
pipeline. Table 1 shows the errors that occurred in each stage.

The quality of the recognition process was evaluated by the pro-
portion of correct entries among all entries. However, naively count-
ing the number of correct cells can be misleading, as falsely adding
or removing a header affects all cells and dramatically decreases

the overall accuracy. Instead, we defined an entry as a combina-
tion of the row header category, the column header category, and a
corresponding numeric value. This measure considers a table as a
relation rather than a table itself and is less sensitive to structural
changes [16]. Also, there are many cells with zeroes in typical Ko-
rean medical invoices, so the measure can be unreasonably high by
predicting every cell as 0, which is not proper behavior. Thus, we
excluded all relations whose numerical value is zero and used the
F1 measure to compare two sets. The average F1 score was 0.7, and
32 out of 100 images were perfectly-recognized. We also observed
that errors cascaded so that errors made in previous stages affected
subsequent stages (Table 1).

5 A MIXED-INITIATIVE APPROACH

With heuristic algorithms and CNN, we achieved about 70% accu-
racy in our fully automated pipeline. However, the introduction of
heuristic algorithms creates side effects that increase the sensitivity
of the system because some important assumptions, such as the size
of the threshold used for detecting line segments, must always be
satisfied for the heuristic algorithm to work properly. This is where
human mediation can be introduced. Once the machine learning al-
gorithm shows moderate or better performance, humans can correct
the output of the pipeline to satisfy the assumptions that heuristic
algorithms need through only a little interaction.

Therefore, we decided to adopt a mixed-initiative approach for
our fully automated pipeline to improve performance. The overall
flow of the mixed-initiative pipeline (Figure 2) is based on our fully
automated pipeline. We tried to supplement the drawbacks of a
fully automated pipeline by allowing users to check the intermediate
output of each stage with simple visualizations and correct them
through simple interactions.

Table detection If users can directly identify the target area,
there is no need to detect invoices from images (T1, T2). Unlike
CNN models that interpret it as six straight lines, we reverted the
concept of a quadrangle (Figure 2a) and lines (Figure 2b) to retain
the original meaning and lessen the number of necessary interactions,
from 12 clicks for drawing six lines to eight clicks for a quadrangle
and two lines. While drawing quadrangle, we visualized connections
between clicked points with solid lines and dotted lines for the
connection between clicked points and current mouse position. For
both stages, we offer zoom and pan for users’ convenience.

Structure recognition In the table structure recognition stage
(Figure 2c), borderlines detected by the automated module are visu-
alized on the image of the identified target area. Users can click the
left button of the mouse to add missing lines or the right button to
delete incorrect lines. Users can also drag misplaced lines to mod-
ify their location or angle. To minimize users’ effort, we provide a
multi-line dragging interaction with which users can select multiple
lines and move them simultaneously by dragging them.

Template matching A caveat of our template matching al-
gorithm is revealed when the exact template does not exist in the
previous cases and there are many similar candidates. Thus, we
had users select from among the top five candidates ranked by the
number of identical row header items (Figure 2d) by comparing it
with the original row header images located at the left. Wrong cells
in the template can be modified in the next stage (Figure 2e). Since
keyboard typing is a relatively expensive operation, the interface
displays the candidate words as buttons after the header cells of
each row so that the users can click to modify the values. Candidate
words are defined as words that occurred in the same position among
similar templates. Users should type raw text only when none of the
candidate words match the real text on the image (T3, T4).

Numeric cell correction After revising the header cells, users
can also correct numeric cells (T4). To compensate for the case
where the number of numeric cells exceeds the perceptual capacity



(a) Stage 1.1: Target area identification (b) Stage 1.2: Header separation (c) Stage 2: Structure recognition

(d) Stage 3.1: Template matching (e) Stage 3.2: Template revision (f) Stage 4: OCR result revision

Figure 2: Figures describing stages of the mixed-initiative pipeline. (a) Users can select the target image at the left component. The selected
image appears at the right component. With a mouse click, users can draw a quadrangle surrounding the target area. (b) Users can add one
horizontal line and one vertical line respectively to distinguish header cells from others. (c) Based on lines that the automated model predicted,
users can modify each line. Also, users can select multiple lines with drag & drop interaction and manipulate them simultaneously. (d) The
automated model extracts data from the divided cells with the OCR module. With Case-based reasoning, five candidates of the template are
given. Users can choose the most similar candidate among the candidates. (e) After selecting the candidate template, users can modify minor
errors of header values. (f) Finally, users modify money amount values and submit the result.

of the users, the system highlights cells that have low prediction
confidence (Figure 2f).

6 USER STUDY

We conducted a user study to confirm that our mixed-initiative
pipeline is efficient and accurate enough to replace the fully au-
tomated method. We recruited 15 participants (6 females, 9 males)
who had prior experience with reading and editing data tables in
spreadsheet applications. We excluded three participants who had
a system issue during the experiment. As a result, we got 12 valid
participants (4 females, 8 males) and their ages ranged from 20 to 34
(µ = 24.92,σ = 3.64). The participants were informed about our
interface and practiced it for about 10 minutes, which was followed
by a 40-minute main session and exit interview.

For the main session, we selected 20 pictures of medical invoices
from our dataset. We balanced the 20 images from easy instances
to hard ones, where the difficulty was assessed by the number of
non-zero entries and the level of distortion. Participants were asked
to complete as many images in the image recognition pipeline as
possible within the time limit of 40 minutes, considering both accu-
racy and completion time. Participants could choose which image
to complete first by using the navigation menu in the interface. The
order of provided images was randomized to prevent the users from
completing them in order of difficulty.

We monitored the behavior of participants during the main ses-
sion. In the exit interview, we asked participants about the reasons
for their unusual behavior such as using certain interactions very
frequently. Finally, we asked participants about the most and least
useful features of the proposed interfaces.

Overall, the average precision, recall, and F1 score of the interac-
tive pipeline were 0.97, 0.95, and 0.96, respectively. Also, Figure 3a
shows that our interactive pipeline clearly improved the recognition
accuracy from that of automated pipelines under statistical signif-
icance (p < .05), requiring additional 80 seconds per invoice on
average(42.94 : 125.73). Figure 3b shows the average time taken to
complete each stage and the entire process. On average, each stage
took 30 seconds, and the entire process 120 seconds. Measurements
of the System Usability Scale (SUS) of our system showed relatively

Mixed
Initiative

Fully
Automated

0.0

0.2

0.4

0.6

0.8

1.0

F1
 S

co
re

Mixed
Initiative

Fully
Automated

0

50

100

150

200

Co
m

pl
et

io
n 

Ti
m

e 
(s

ec
)

Table
Detection

Structure
Recognition

Template
Matching

Value
Correction

0

20

40

60

80

100

Co
m

pl
et

io
n 

Ti
m

e 
(s

ec
)

A B C

Figure 3: Results of the user study. (a) F1 scores of the mixed-
initiative pipeline and the fully-automated pipeline (left). (b) Com-
pletion time of each stage of the mixed-initiative pipeline (right).

good usability with an average score of 79.2 points.

7 DISCUSSION

In this section, we discuss findings from the user study and the
feedback of the exit interviews. We believe that this discussion will
help researchers designing a mixed-initiative data extraction system
that targets images including complicated administrative documents,
especially in tabular forms.

Usability Although most of the participants agreed that the
interaction design of our system was useful, some pointed out sev-
eral usability issues during the user study. Our system provided a
convenient feature that automatically extends a small line segment
into a straight borderline. P11 tried to use this feature but stopped
using it as the extended lines were often different from what he
expected. This could be prevented by showing an auxiliary line that
extends a line segment before the user confirms it. P2 pointed out
that in the template matching stage, there were some cases where
the correct text of a cell image was not in its candidate words but
was in those of other cell images. He suggested adding a drag and
drop interaction will help in such situations. P4 said that candidate
words were so far apart from each other that it caused unnecessary
mouse movement. P1 and P7 wanted additional keyboard shortcuts,
such as pressing the ESC key to erase the selected line or pressing
(ctrl + z) to undo the previous interactions.

Excessive amount of texts Due to the nature of our dataset,
interfaces can involve a large number of texts to be displayed on the



screen. In the template matching stage, a large number of texts were
displayed to show multiple candidates. P4, P11, and P12 pointed out
that it was not an intuitive job to check multiple candidate templates
as they were very similar and contained many texts. “I read the
leftmost candidate first from the top to the bottom. When I realized
it was a wrong template at the end, I had to read another one from the
top again, which was tedious for me,”, P11 said. Similar feedback
was also given for correcting the values of numeric cells. Providing
sufficient filtering procedures in advance will alleviate this problem.

Responsibility of each stage In our pipeline, we divided
the whole image recognition process into multiple stages. When an
exceptional problem occurs, it was ambiguous to determine which
stage was responsible for the problem. Some participants made
conflicting comments about the OCR result in the value correction
section. P7 and P12 said that the OCR model for numeric values
showed satisfactory performance. However, P9 and P11 said the
exact opposite opinion. These differences are assumed to be at-
tributable to differences of completeness in previous steps. Although
our system provides a way for users to retrace previous steps, addi-
tional features such as bookmark will be needed to easily identify
which previous stage is affecting the current stage.

Model performance The performance of automated models
has been pointed out as a limitation of our system. P1, P7, and
P12 said that it required too many additional interactions when the
prediction models fail. P7 said that “In the template matching stage,
default templates worked fine for most cases, but for once it was so
inaccurate that it was hard to correct all the mispredictions.”. This
feedback implies the necessity of additional fallback interaction to
cope with untypical situations. Also, because every stage transition
requires time for the server to calculate and communicate with the
client, repeatedly switching stages increases the waiting time of
the user. Long waiting time can cause degradation of efficiency.
Some participants became frustrated when they tried the trial &
error approach by repeatedly setting borderlines and checking OCR
results. This implies that it is recommended to reduce the calculation
time of each model to maximize the efficiency of the pipeline.

Towards more general application In this paper, we focused
on the specific category of invoices and their variations. Our target
template was a Korean medical invoice, which has a table with a
complicated and dense structure. As a result, our system has the limi-
tation that it cannot handle other documents with different templates.
However, our investigation and deep understanding of documents
with these characteristics will help us when we meet similar cases in
the future. For future work, we can expand our research to improve
it to be applicable to documents with similar templates.

Experimental setting In our experiment, we compared the
performance of our two different approaches and proved suggested
mixed-initiative approach can improve the recognition performance
with fair usability. However, for better comparison, it would be
recommended to set the current practice as a baseline. Therefore,
in future work, we can design a new experiment with employees of
the company as participants, and the current practice as a baseline.
Quantifying the result will give us clear evidence that our approach
is well designed.

8 CONCLUSION

In this paper, we proposed a mixed-initiative approach to better
perform the data extraction from smartphone pictures of invoices.
Through an expert interview, we postulated the problematic situa-
tions in an invoice processing task where we constructed an auto-
mated invoice processing pipeline by adopting a mixed-initiative
approach to improve the performance. Our work provided a practi-
cal implication for the mixed-initiative approach and showed that a
small human effort via system interaction can improve the perfor-
mance of data extraction task for pictures taken with smartphones,
compared to the fully automated way.
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